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ABSTRACT
Cross-lingual entity alignment aims at associating semantically sim-
ilar entities in knowledge graphs with different languages. It has
been an essential research problem for knowledge integration and
knowledge graph connection, and been studied with supervised or
semi-supervised machine learning methods with the assumption of
clean labeled data. However, labels from human annotations often
include errors, which can largely affect the alignment results. We
thus aim to formulate and explore the robust entity alignment prob-
lem, which is non-trivial, due to the deficiency of noisy labels. Our
proposed method named REA (Robust Entity Alignment) consists
of two components: noise detection and noise-aware entity align-
ment. The noise detection is designed by following the adversarial
training principle. The noise-aware entity alignment is devised by
leveraging graph neural network based knowledge graph encoder
as the core. In order to mutually boost the performance of the two
components, we propose a unified reinforced training strategy to
combine them. To evaluate our REA method, we conduct extensive
experiments on several real-world datasets. The experimental re-
sults demonstrate the effectiveness of our proposed method and
also show that our model consistently outperforms the state-of-the-
art methods with significant improvement on alignment accuracy
in the noise-involved scenario.

CCS CONCEPTS
• Information systems→ Information integration; •Computing
methodologies → Knowledge representation and reasoning.
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1 INTRODUCTION
Knowledge graphs have been playing an essential role to orga-
nize and represent the knowledge collected from different domains.
However, knowledge graphs (KG), even in the same domain, are
typically constructed by different techniques with different lan-
guages. The gap of integrity between knowledge graphs and the
demand of comprehensively representing the knowledge in a same
domain motivate the study of integration of knowledge graphs. It
is desirable to integrate multiple knowledge graphs in the same
domain. In particular, cross-lingual entity alignment is a task of
associating entities in knowledge graphs with different languages
if they are semantically similar. Entity alignment has been studied
widely in knowledge graphs connection and integration.

Existing methods are often designed to address the alignment
problem in a supervised way with human-designed features [23] or
with entity representations learned from KG embedding approaches
[6, 7, 31, 38]. Also, a few semi-supervised methods [18, 26, 27] were
proposed to make use of unlabeled data to enhance the performance
of supervised entity alignment. Supervised or semi-supervised
alignment methods have made remarkable discovery of seman-
tically related entities. However, they rely on clean labeled entity
pairs as the training set, which makes the model vulnerable to
noises in the given labeled entity pairs. As shown in Figure 1, un-
satisfactory alignment results would be obtained if the model is not
aware of noisy labeled entity pairs. There are two sources of noises.
1) Erroneous entity pairs can be produced in the human-involved
annotation process, e.g., on the crowd-sourcing or other annota-
tion platforms. 2) Wrongly discovered entity pairs from the current
stage of an entity alignment may be used for finding new aligned
entity pairs in bootstrapping-based methods such as [32, 50]. These
methods have been developed to propose new entity pairs to com-
plement the set of clean labeled entity pairs, yet it is inevitable that
the new proposed pairs contain noisy pairs.
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Figure 1: Toy example of entity alignment between knowledge
graphswith noise-involved labeled entity pairs. (a) Red solid line de-
notes the correctly labeled entity pair, black dotted line denotes the
noisy entity pair. Entities with the same ID number are those with
the same semantic meaning and should be aligned. (b) Expected dis-
tribution of entities in an embedding space after alignment. The
entities with the same ID number should be close. Red dotted cy-
cles indicate the correct alignment results and black dotted cycles
indicate the wrong alignment result. (c) Results from solutions that
are not aware of the noisy entity pair (blue 1, green 4). The distance
between (blue 1, green 4) is minimized, as a result the unsatisfac-
tory result is conduced where real entity pair (blue 5, green 5) is
not aligned but (blue 4, green 5) is aligned. Because the positions
of entities in an embedding space are stable after KG embedding,
minimizing the distance between (blue 1, green 4) will result in the
rotation of embedding space as the green circle shown, the position
of green 5 is moved to close blue 4, instead of blue 5. Thus, blue 4
and green 5 are wrongly aligned due to the smallest distance.

Entity alignment models are expected to be robust to the noise in
the given labeled entity pairs, meanwhile to capture the associations
between entities in different knowledge graphs. However, existing
approaches have quite limited efforts on the robustness study in this
regard. To overcome this limitation of existing methods for cross-
lingual entity alignment on handling noisy labeled entity pairs,
in this paper, we exploit how to incorporate noise detection with
entity alignment model, and how to jointly train them to meet the
goal of associating entities with awareness of noises. Nevertheless,
its materialization is non-trivial, due to two major challenges:
• No explicit knowledge about where the noise might be. It is
costly and labor-expensive to distinguish if the labeled entity
pair is noise. Therefore, the designed model should have the
ability to detect the noisy pair without any explicit supervi-
sion. Although graph-based anomaly detection studies [1, 2]
have been proposed to detect errors on nodes and edges using
structure-based or community-based algorithms [3], these stud-
ies only focus on the single graph rather than multiple different
graphs with links between them, and knowledge graphs with
different languages usually do not have completely analogous
structure due to the incompleteness.
• The desire of designing a unified model trained jointly for noise
detection and cross-lingual entity alignment. On the one hand,
noise detection is pretty helpful to provide reliable entity pairs
for entity alignment. On the other hand, high-precise entity
alignment model is beneficial to identify the noise. Yet, the diffi-
culty on designing the expected unified model is that the high-
precise entity alignment model is not available since it first needs

the clean labeled entity pairs as training data, and the noise is
also hard to be detected since it requires the labeled noise data.
Besides, devising the feedback from noise detection to entity
alignment is problematic even the noise has been realized. Thus,
designing the joint training strategy is a hard dilemma.

The aforementioned challenges motivate us to propose REA,
a novel framework for robust cross-lingual entity alignment. In
particular, we first employ graph neural network as the knowledge
graph encoder to capture the structure information of knowledge
graphs. Then we design a noise-aware entity alignment module
based on the knowledge graph encoder and a margin-based rank-
ing loss with trust score to align entities in given labeled entity
pairs. The trust score indicates the likelihood of a labeled entity
pair being real. Then we propose a novel noise detection module
with Generative Adversarial Network (GAN) [10] based adversarial
learning for the first challenge. It consists of two components, 1)
noisy entity pair acquisition, which is a generator producing the
noisy entity pairs that mimic real ones; and 2) noise discrimination,
which is a discriminator distinguishing the real entity pairs from
the generated noisy ones. Noisy entity pair generator iteratively
learns to provide the most difficult cases for the noise discriminator
to retrain itself. The two components play a minimax game to boost
the capability of generating and distinguishing noise data.

Next, we design an iterative training strategy for the second
challenge. The noisy entity pair generator needs to leverage the
learned embeddings of entities to produce the noise data, and the
trained noise discriminator can be utilized to provide the trust score
for the entity pairs in the given labeled pairs. Hence, we first train
the noise-aware entity alignment module with a knowledge graph
encoder to update the entity embeddings, then use the learned em-
beddings to optimize the noise detection module. The trust score
provided by the noise detection module can be fed back for training
the noise-aware entity alignment in the next iteration. The mutu-
ally reinforced manner can boost the performance of both noise
detection and noise-aware entity alignment.

Our contributions in this work are summarized as follows:

• We are the first to formulate and explore the problem of robust
cross-lingual entity alignment, in order to detect noise in the
given labeled data, then to provide clean data for cross-lingual
entity alignment.
• We propose a novel framework REA that combines noise detec-
tion and entity alignment in a mutually reinforced manner, with
a GAN-based adversarial noise detection module to overcome
the deficiency of labeled noise data.
• Weperform extensive experiments on several real-world datasets
and show the effectiveness of our proposed model for the noise-
involved entity alignment problem. Also results demonstrate
that REA has the superior performance over the state-of-the-art
methods, with significant improvement on noise-involved entity
alignment accuracy.

2 RELATEDWORK
In this section, we review the related works in entity alignment,
anomaly detection and robust representation learning on graphs.
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2.1 Entity Alignment
Entity alignment is an essential task for knowledge graph inte-
gration. The earliest works used crowdsourcing [17, 35] and well-
designed hand-crafted features [23]. Later, extra resources are lever-
aged, such as OWLproperties [13], entity descriptions [44], informa-
tion of entities and relations [15, 25, 30]. However, such approaches
are complex, labor-expensive, usually limited by the availability of
the extra information.

Recently, embedding-based approaches become the most popu-
lar solution for entity alignment, involving translation-based and
graph neural network based methods. 1) Translation-based meth-
ods. MTransE [7] is the pioneering work which encodes entities
and relations of each KG in a separated embedding space, and
learns transition matrices to map each embedding vector to its
cross-lingual counterparts in the other space. Then several meth-
ods, such as ITransE [50], IPTransE [50] and BootEA [32] leverage
the bootstrapping strategy to address the lack of labeled data. Fur-
ther, semi-supervised approaches [18, 26, 27] were developed to
utilize the unlabeled data for enhancing the performance of entity
alignment. Moreover, several works consider to jointly model the
structure and attribute information of KGs [6, 31, 34], or the struc-
ture and relation information [29, 51] or the structure, relation and
attribute information together [49]; 2) Graph Neural Network-based
methods. Recently, GCNs have been firstly used by [38] to embed
entities of KGs into a unified vector space combining structure and
attributes information. Then MuGNN [5] combined GNN with self
attention to encode KGs, and contextual information also can be
utilized with a GNN-based graph matching model [43]. Moreover,
simple relation information can be encoded with the GNN mod-
els [40, 41, 45], and MRAEA [24] further takes the meta semantic
information of relations into consideration.

All aforementioned works ignore the existence of noise in the
given labeled entity pairs, and regard these pairs as completely
clean data. Therefore, the noise in the labeled entity pairs would
have the adverse influence on the performance of entity alignment,
just as illustrated in Figure 1. Our work is the first to consider the
robustness of entity alignment.
2.2 Anomaly Detection and Robust

Representation Learning on Graphs
Noise in labeled entity pairs can be regarded as the anomalous edges
between graphs. We first review some anomaly detection works on
graphs. Graph-based anomaly detection [3] mainly focuses on plain
graphs [1, 2], attributed graphs [9, 20] and dynamic graphs [46, 47].
However, the relevant methods only aim to detect the anomalies
without iterative learning by using the detected anomalies to obtain
more accurate representation.

Although confidence-based approaches [28, 42] were proposed to
incorporate triple confidence into knowledge graph representation
learning model to jointly detect the noise and learn the embedding,
this kind of methods cannot be easily used in our entity alignment
scenario. The reason is that our task is to detect the noisy links
between two knowledge graphs rather than triples within a single
knowledge graph. Thus, above methods are not appropriate for the
purpose of designing a robust entity alignment model.

Recently, generative adversarial networks (GANs) [10] have
demonstrated its superior performance in many tasks [21, 37]. A

few methods leverage the adversarial training to learn more robust
network representation [8, 12, 36, 48]. However, these methods
cannot deal with the explicit noise in labeled entity pairs and also
cannot be directly used for the entity alignment scenario.

3 PRELIMINARIES
In this section, we give some related definitions and formalize the
problem of robust cross-lingual entity alignment.

Cross-lingual Knowledge Graphs
A knowledge graph can be denoted as G = (E,R,T ), where E
is the set of entities, R is the set of relations, and T is the set of
triples, each of which is a triple (ex , r , ey ), including the head entity
ex , the relation r and the tail entity ey . By KG embedding, each
triple can be presented as (ex , r, ey ), in which boldfaced ex , r, and
ey represent the embedding vectors of head ex , relation r , and tail
ey , respectively. Cross-lingual knowledge graphs are a set of KGs
with the language set LA denoted as GLA = {G1,G2, ...,Gi }, where
Gi denotes the KG with language i ∈ LA.

Cross-lingual Entity Alignment
In our work, we only consider the 1-to-1 entity alignment between
two cross-lingual KGs. Let Gi = (Ei ,Ri ,Ti ) and Gj = (Ej ,Rj ,Tj )
be two KGs in different language i and j . A set of labeled entity pairs
(pre-aligned seeds) are given in AS =

{
(ei , ej ) |ei ∈ E

L
i , ej ∈ E

L
j

}
,

where ei in Gi shares same meaning with its counterpart ej in Gj .
Entity alignment is a task to find and align the remaining entities
{ei ∈ E

U
i } and {ej ∈ E

U
j } which share same meaning, where

EUi = Ei \ E
L
i and EUj = Ej \ E

L
j .

Robust Cross-lingual Entity Alignment
In the noise-involved scenario, AS is not completely correct be-
cause of the existence of mistakes in the labeled entity pair collec-
tion process. Let AST be a set of trusted entity pairs which are
noise-free entity pairs and all correctly labeled to have the same
semantic meaning, and AST is known for alignment models. We
denote ASU = AS \ AST as a set of unreliable labeled entity
pairs, which include real and noisy entity pairs but unknown for
alignment models. More specifically, alignment models only receive
AST as the trusted real entity pairs, and are not aware of which
pairs in ASU are real or noise. Given noise-involved entity pairs
ASU and trusted entity pairs AST , robust entity alignment is to
find and align the remaining entities with the awareness of noise
in ASU .

4 THE PROPOSED APPROACH: REA
In this section, we present the proposed method REA, a novel robust
cross-lingual entity alignment framework. We start with the overall
framework, followed by elaborations on each component of our
framework. Lastly, we discuss the optimization and inference.

4.1 Overall Framework of REA
As shown in Figure 2, our proposed framework consists of two
modules, noise-aware entity alignment module and noise de-
tection module. First, we develop a GNN-based encoder to encode
the structure information of two given knowledge graphs. Then,
a noise-aware entity alignment module is designed based on the

Research Track Paper  KDD '20, August 23–27, 2020, Virtual Event, USA

2177



Trust Score

2

2

3

3

1

4

4

1

5

5

(a) Noise-aware Entity Alignment

Noisy

Real

e2
e3

e4

e1

e5

e2 e3

e4

e1

e5

Knowledge Graph 
Encoder !"#$

T1

T2
T3

Noisy Entity Pair 
Acquisition

Noise 
Discrimination

Real Entity Pair
e.g., (blue e2, green e2)

Noisy Entity Pair
e.g., (blue e2, green e5)

Prediction

Gradient
Real Entity Pair

e.g., (blue e2, green e2)

(b) Noise Detection

Figure 2: Framework of the proposed method for robust cross-lingual entity alignment. The framework consists of noise-aware entity align-
ment module and noise detection module. The noise-aware entity alignment module provides the embeddings of entities for noise detection
module, which also feedbacks the trust score to alignment module for updating embeddings. T1, T2 and T3 denote the trust score for labeled
entity pairs. In detail, noisy pair acquisition utilizes the real ones in AST to generate noisy entity pairs while noise discrimination tries to
distinguish the real pairs from generated ones. The gradient from noise discrimination will update the noisy pair acquisition.

encoder to minimize the distance between two entities in a labeled
entity pair with a trust score in order to avoid the noise. Second,
for the noise detection module, we first have to solve the demand
of noisy entity pair acquisition due to the lack of labeled noise data,
then noise discrimination is required to distinguish the real and
noisy entity pairs. Meanwhile, two components in noise detection
are desired to interact to make use of the noisy entity pair acquisi-
tion and the feedback from the noise discrimination to guide the
optimization of itself. Next, we describe each module in detail.

4.2 Noise-aware Entity Alignment
4.2.1 Knowledge Graph Encoder. Inspired by the superior per-
formance of GNN-based methods [5, 38] over translation-based
methods, we build our model based on the basic GNN [14], as we
concentrate on the awareness of noise in alignment problem, rather
than KG encoding. A knowledge graph encoder maps entities of
knowledge graph Gi and Gj into a same embedding space. We
define the encoder as:

Ei ,Ej = fenc (Gi ,Gj ) (1)

where Ei is the embedding of entities in Gi , Ej is the embedding
of entities in Gj , and fenc is the encoding model. Taking knowl-
edge graph Gi as an example, we build upon the message-passing
architecture of GNN [11] to capture contextual information along
the graph structure and refine the distributional representation of
entities. We encode graph Gj in the same way with the same GNN
in order to embed both graphs into a same embedding space. Next,
we illustrate the design of high-order propagation which benefits
the graph representation learning by stacking more propagation
layers.

For a connected entity-relation-entity triple (ex , r , ey ) in graph
Gi , we define the message from ex to ey at l-th propagation as:

ml
y←x = fm (el−1x , e

l−1
y ,pxy ) (2)

where el−1x and el−1y are the embedding of ex and ey generated from
the (l-1)-th message propagation, and they also contain the mes-
sages propagated from its (l-1)-hop neighbors,m is the information

to be propagated and ml
y←x is the message embedding. Function

fm is the message encoder which takes el−1x and el−1y as the input.
We do not consider the relation r in fm , following the work in
[38] for simplicity. A decay factor pxy is introduced to control the
message propagation over the path length. We set pxy as the graph

Laplacian norm 1/
√
|Nx |

���Ny
��� following GCN [14], where Nx and

Ny refer to the first-hop neighbors of entity ex and ey , respectively.
Then, fm is implemented as follow:

ml
y←x =

1√
|Nx |

���Ny
���
(Wl

1e
l−1
x +Wl

2 (e
l−1
x ⊙ el−1y )) (3)

whereWl
1 andWl

2 are trainable weight parameters. We design in
Eq. (3) that the propagated message not only depends on the ex ,
like the conventional GCN models, but also encodes the affinity
between ex and ey , with ⊙ indicating the element-wise product in
Eq. (3). This operator encodes the message with more information
about the pair, instead of only the source entity.

Next we define the message aggregation operator. In particular,
we aggregate messages propagated from j’s neighborhood to update
j’s representation as follow:

ely = LeakyReLU(ml
y←y +

∑
x ∈Ny

ml
y←x ) (4)

where message passed over the activation function of LeakyReLU
[22], and ely denotes the embedding of entity j obtained after the
l-th propagation layer. All messages coming fromNy (neighbors of
y) are aggregated in Eq. (4). Meanwhile, we take the self-connection
of y into consideration to maintain original feature information.
The self-connection message is:

ml
y←y =Wl

1e
l−1
y (5)

where Wl
1 is the same weight parameter with that in Eq. (3).

With the representation ely obtained from l-th propagation layer,
we regard it as the representation for entity ey , the representations
of other entities in Gi can be obtained in the same way.
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4.2.2 Objective of Noise-aware Entity Alignment. After ob-
taining entity embeddings of graph Gi and Gj from GNN-based
encoder, entities in a labeled entity pair in AS should be forced
as close as possible in the feature space due to the same semantic
meaning. For instance, ex ≈ ey when (ex , ey ) holds, so the labeled
entity pairs can be regarded as the training set to train the knowl-
edge graph encoder. However, most of all existing works assume
that all labeled entity pairs are correct. It is inevitable that noises
exist in the labeled entity pairs owing to different labeled pair col-
lection processes as discussed before. Inspired by confidence-based
methods [28, 42], we introduce a trust score into our proposed
model to describe the likelihood of a labeled entity pair (ex , ey )
being real. Hence, the margin-based ranking objective function of
our noise-aware entity alignment can be defined with the trust
score as follows:

LEA =
∑

(ex ,ey )
∈AS

∑
(e′x ,e

′
y )

∈AS′
(ex ,ey )

TS(ex , ey )[γ+fd (ex , ey )−fd (e′x , e
′
y )]+

(6)

where TS(ex , ey ) indicates the trust score for entity pair (ex , ey ),
[x]+ = max {0,x } denotes the positive part of x , and γ is a margin
hyper-parameter which is greater than 0, and fd (, ) refers to the
energy function:

fd (ex , ey ) = | |ex − ey | |1 (7)

andAS′ denotes the negative sample set for the entity pair (ex , ey ):

AS′(ex ,ey )
=

{
(e ′x , ey ) |e

′
x ∈ Ei

}
∪

{
(ex , e

′
y ) |e

′
y ∈ Ej

}
(8)

where (e ′x , ey ) and (ex , e
′
y ) are the Bernoulli negative-sampled en-

tity pairs by replacing ex or ey in (ex , ey ). Then, we will describe
how to obtain the trust score in the ensuing discussion.
4.3 Noise Detection
With the objective of noise detection, we first need to overcome the
deficiency of noisy labeled entity pairs by designing a strategy to ob-
tain the noisy entity pairs. Then a discrimination model is required
to distinguish the obtained noisy entity pairs from the labeled real
entity pairs, as such the discrimination model can be employed to
classify entity pairs in AS after convergence. In addition, to allow
the feedback signal to guide the optimization of noise acquisition
strategy, it is indispensable to develop a joint model to iteratively
train both of them, because the obtained noisy entity pairs can
assist the update of the discrimination model. Contrariwise, the
discrimination model also can guide the optimization of the noise
acquisition strategy to acquire the noisy entity pairs, which are
most difficult to be distinguished for the discrimination model. The
interactive way can improve the noisy entity pair acquisition and
noise discrimination iteratively.
4.3.1 Overall Objective. Illuminated by GAN [10], we can con-
crete our idea by unifying the noise acquisition and the noise dis-
crimination via a minimax game. Formally, we define the game as
follows:

LND = max
φ

min
θ

∑
(ex ,ey )∈AST

E(ex ,ey )∼AST
[logD ((ex , ey );φ)]

+ E(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[log(1 − D ((e ′x , e
′
y );φ))] (9)

where D (;φ) is the noise discrimination model with the real entity
pairs (ex , ey ) or generated noisy entity pairs (e ′x , e ′y ) as the input.
G (·|(ex , ey );θ ) denotes the noisy entity pairs acquisition function
which generates the noisy pairs (e ′x , e ′y ) with the given real entity
pair (ex , ey ). Besides, real entity pairs are sampled from the set of
trusted entity pairsAST , following the similar operation in works
[16, 19]. Next, we illustrate each component in detail.
4.3.2 Noisy Entity Pair Acquisition. Due to the lack of clear
indication on which labeled entity pairs in ASU are wrong, we
exploit to generate the requisite noisy entity pairs. The entity pair
generator should have the ability to fit the underlying relevance
distribution over entity pairs, and sample themost "real" entity pairs
from a set of negative pairs based on the relevance distribution for
each pair in AST as the noisy (negative) samples to fool the noise
discriminator. More specifically, entity pair generator makes use of
the entity embeddings of (ex , ey ) learned from noise-aware entity
alignment module to generate the noisy pairs (e ′x , e ′y ) which are
as close as possible to the real one in underlying distribution, in
order to minimize the log-likelihood of (e ′x , e ′y ) being recognized
as the noise with D (;φ) fixed. The noisy entity pair generator can
be optimized as follows:

θ ∗ = argmin
θ

∑
(ex ,ey )∈AST

E(e′x ,e′y )∼G (·|(ex ,ey );θ )[log(1 − D ((e′x , e
′
y );φ )))]︸                                                            ︷︷                                                            ︸

LG (ex ,ey )

(10)
where LG (ex , ey ) is the loss function for one entity pair (ex , ey ).

We define the probability of generating a noisy entity pair (e ′x , e ′y )
as follows:

G ((e ′x , e
′
y ) |(ex , ey );θ ) =

exp( fθ (e ′x , e ′y ))∑
exp( fθ (e∗x , e∗y ))

(11)

(e∗x , e
∗
y ) ∈ N (ex , ey ) ⊂ AS

′
(ex ,ey )

(12)

where fθ (x ,y) is a two-layer neural network with ReLU as activa-
tion function, and its input is | |x − y | |1. The probability of gener-
ating (e ′x , e

′
y ) is based on the probability of generating all (e∗x , e∗y )

in N (ex , ey ). Ideally, N (ex , ey ) should contain all possible negative
samples for (ex , ey ). However, to reduce the computational load,
we use a small subset of AS′

(ex ,ey )
as the set of negative samples.

In addition, multinomial sampling is employed to sample (e ′x , e ′y )
from G (·|(ex , ey );θ ).

Because the generated entity pair (e ′x , e
′
y ) from generator is

discrete, it cannot be optimized by gradient descent based opti-
mizer. A common solution is to use policy gradient based reinforce-
ment learning algorithm [37, 39]. Its gradient of LG for entity pair
(ex , ey ) can be derived as follows:

▽θLG (ex , ey )

= ▽θE(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[log(1 − D ((e ′x , e
′
y );φ)))]

= E(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[▽θ logG (·|(ex , ey );θ ) log(1 − D ((e ′x , e
′
y );φ)))]

≃
1
K

1∑
K
▽θ logG (·|(ex , ey );θ ) log(1 − D ((e ′x , e

′
y );φ)))

(13)
where the last approximate equality means that we employ a sam-
pling approximation by sampling k negative entity pairs (e ′x , e ′y )
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from the current generator. More specifically, (ex , ey ) can be re-
garded as the state, G (·|(ex , ey ) is the policy, (e ′x , e ′y ) is the action,
log(1−D ((e ′x , e

′
y );φ))) is the reward. Hence, the generator, an agent,

can interact with discriminator - the environment by performing
actions according to the current states and the policy, then update
itself by maximizing the reward from environment as the response
for performed actions. Besides, we introduce a widely-used baseline
[33] into the reward function to reduce the variance, and update
the reward as follows:

RG = log(1 − D ((e ′x , e
′
y );φ)))−

E(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[log(1 − D ((e ′x , e
′
y );φ)))] (14)

where the term E(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[log(1 − D ((e ′x , e
′
y );φ)))] is

the baseline function in policy gradient.
Moreover, the noisy entity pairs generated from the generator

can also be used as the negative samples to replace the random
negative sample in Eq. (8), and to boost the performance of noise-
aware entity alignment module.

4.3.3 Noise Discrimination. The goal for noise discriminator is
to distinguish the real entity pair and noisy entity pair from the
noise-involved entity pairsASU . To obtain training data to update
the noise discriminator, we first utilize the samples generated from
entity pair generator as negative samples, then regard the entity
pairs from AST as positive samples. Then we define the noise
discriminator as a binary classifier. The objective function of the
discriminator is to maximize the log-likelihood of correctly dis-
tinguishing the positive pairs from generated negative pairs with
G (·|(ex , ey );θ ) fixed. The optimization of noise discriminator is
defined as follows:

φ∗ = argmax
φ

∑
(ex ,ey )∈AST

E(ex ,ey )∼AST
[logD ((ex , ey );φ))]

+ E(e ′x ,e ′y )∼G ( · |(ex ,ey );θ )[log(1 − D ((e ′x , e
′
y );φ)))] (15)

D ((ex , ey );φ) = σ ( fφ (ex , ey )) =
exp( fφ (ex , ey ))

exp( fφ (ex , ey )) + 1
(16)

where fφ (x ,y) is a two-layer neural network with ReLU as activa-
tion function, and its input is | |x −y | |1; σ (x ) is the Sigmoid function.
Because fφ is differentiable with respect to φ, the objective function
can be updated by stochastic gradient descent.

Next, we can define the trust score mentioned in Section 4.2.2 as
follows:

TS(ex , ey ) =
{
1 σ ( fφ (ex , ey )) ≥ δ
0 σ ( fφ (ex , ey )) < δ

(17)

where σ ( fφ (ex , ey )) is the output of discriminator, δ is a threshold
value which separatesASU as two sets, one is regarded as a set of
real entity pairs, and another one is distinguished as a set of noisy
entity pairs. Therefore, we set TS(ex , ey ) as a binary score which
indicates whether the entity pair is real or not. In addition, the set
AST will be augmented according to the change of trust scores of
entity pairs in ASU . We will describe it in next section.

4.4 Optimization and Inference
We employ the iterative optimization strategy to train our proposed
model REA. We first initialize the trust scores of real entity pairs in

Table 1: Statistics of DBP15K and DWY100K.

Datasets Entities Relations Rel. triples

DBP15KZH−EN
Chinese 66,469 2,830 153,929
English 98,125 2,317 237,674

DBP15KJA−EN
Japanese 65,744 2,043 164,373
English 95,680 2,096 233,319

DBP15KFR−EN
French 66,858 1,379 192,191
English 105,889 2,209 278,590

DWY100KWD
DBpedia 100,000 330 463,294
Wikidata 100,000 220 448,774

DWY100KYG
DBpedia 100,000 302 428,952
YAGO3 100,000 31 502,563

AST as 1, and noise-involved entity pairs in ASU as 0. In each
iteration, we first train the noise-aware entity alignment module
to obtain the embedding for entities, then alternatively train en-
tity pair generator and noise discriminator. Specifically, with the
discriminator D fixed, the generator G is optimized to generate
noisy entity pairs to fool D; withG fixed, D is optimized to improve
the performance of distinguishing the real entity pairs from noise
ones. At the end of each iteration, we leverage the trained noise
discriminator to update the trust score of each entity pair in ASU ,
then complementAST using the entity pairs (ex , ey ) inASU with
trust score TS(ex , ey ) = 1. With the new trust scores, the embed-
ding of entities can be updated by training the noise-aware entity
alignment module in next iteration. We repeat the above process
with enough iterations until the whole model converges.

The overall optimization process of our model REA is outlined in
Algorithm 1 which is shown in the Appendix of the reproducibility
supplement. The embeddings of KGs and parameter matrices are
initialized by drawing from a truncated normal distribution. SGD
is employed as the optimizer and all embeddings are normalized by
L2 norm. In the inference stage, for an entity e in Gi , we compute
the distances between e and all the entities in Gj , then output a list
of ranked entities in Gj , and select the top one as the aligned entity.
Similarly, an entity e in Gj can also be aligned to Gi by the same
inference step.

5 EXPERIMENTS
In this section, we conduct experiments on several real-world
datasets with different sizes, and evaluate our proposed framework
for noise-involved entity alignment.

5.1 Experimental Setup
5.1.1 Datasets. We used five cross-lingual knowledge graphs
datasets from the DBP15K and the DWY100K following [31, 32, 38].
DBP15K consists of three different cross-lingual knowledge graphs
which are DBP15KZH−EN, DBP15KJA−EN and DBP15KFR−EN. Each
dataset contains 15,000 clean labeled entity pairs. For DBP100K, it
contains two large-scale datasets extracted from DBpedia, Wiki-
data and YAGO3, denoted byDWY100KWD andDWY100KYG. Each
dataset contains 100,000 clean labeled entity pairs. Table 1 outlines
the detail information of the datasets.

5.1.2 Dataset Preprocessing. To inject noise in above datasets
for our experiments, for all datasets, we randomly split 30% of the
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Table 2: Noise-involved entity alignment performance comparison on five real-world datasets with widely-used evaluation
metrics Hits@K and MRR (the best results of baselines are marked as *). The results in bold are our framework.

Methods
DBP15KZH−EN DBP15KJA−EN DBP15KFR−EN DWY100KWD DWY100KYG

Hits@1 Hits@5 MRR Hits@1 Hits@5 MRR Hits@1 Hits@5 MRR Hits@1 Hits@5 MRR Hits@1 Hits@5 MRR
MTransE 0.169 0.362 0.216 0.148 0.345 0.198 0.143 0.338 0.192 0.154 0.325 0.203 0.137 0.318 0.186
ITransE 0.185 0.394 0.258 0.174 0.386 0.242 0.181 0.402 0.269 0.193 0.414 0.296 0.158 0.346 0.223

GCN-Align 0.223 0.424 0.316 0.223 0.439 0.321 0.231 0.462 0.337 0.293 0.461 0.372 0.354 0.505 0.428
AlignEA 0.263 0.457 0.342 0.254 0.451 0.338 0.278 0.471 0.357 0.331 0.487 0.392 0.376 0.525 0.448
MuGNN 0.274* 0.471* 0.361* 0.279* 0.481* 0.368* 0.284* 0.485* 0.372* 0.348* 0.503* 0.417* 0.401* 0.554* 0.475*
REA-KE 0.235 0.437 0.319 0.236 0.451 0.334 0.229 0.456 0.332 0.312 0.468 0.379 0.352 0.513 0.432
REA 0.289 0.486 0.380 0.293 0.498 0.388 0.304 0.539 0.403 0.368 0.547 0.444 0.426 0.577 0.494

Improv. best % 5.47 3.18 5.26 5.02 3.53 5.43 7.04 11.13 8.33 5.75 8.75 6.47 6.23 4.15 4.00
Improv. REA-KE % 22.98 11.21 19.12 24.15 10.42 16.17 32.75 18.20 21.39 17.95 16.89 17.15 21.02 12.48 14.35

given clean labeled entity pairs as the training set AS, and leave
the remaining as testing data.

Then, we randomly split 60% of the training setAS as the noise-
free entity pairs ASP =

{
(ei , ej ) |ei ∈ E

P
i , ej ∈ E

P
j

}
and replace

the rest 40% with a set of corrupted entity pairs ASN . Specifically,
we replace each entity pair (e1, e2) in the rest set with (e ′1, e

′
2) which

is sampled from
{
(e ′1, e2) |e

′
1 ∈ E

N
i

}
∪

{
(e1, e ′2) |e

′
2 ∈ E

N
j

}
where Ei

is the set of entity of KG Gi , Ej is the set of entity of KG Gj and
EN = EL \ EP . So we obtain the noise-free entity pairs ASP and
noisy entity pairs ASN . Next, we randomly sample 55% of entity
pairs in ASP to form the set of trusted entity pairs AST .

Overall, the set of trusted entity pairs AST can be utilized as
positive samples to train the noise detection module, and the set
ASU =

{
ASP \ AST

}
∪ ASN denotes the union set of the real

and noisy entity pairs, which are unknown for alignment models.
The responsibility of noise detection is to distinguish real and noisy
entity pairs from the union set. In addition, with little abuse of
notionAS, we denoteAS asAST ∪ASU in other sections of the
paper. For later parameter analysis, we follow the same procedure
to prepare the different datasets for experiments.

5.1.3 Baselines. There is no existing work focusing on the noise-
aware entity alignment, we compare our proposed framework REA
with some classical entity alignment methods to evaluate the effec-
tiveness of our proposed framework. We consider two categories of
entity alignment methods: Translation-based (MTransE, ITransE,
AlignEA), GCN-based (GCN-Align, MuGCN). Although the relation
and attribute in knowledge graphs are also useful for enhancing
the performance, our work focuses on the robust entity alignment,
rather than developing a better encoder for cross-lingual knowl-
edge graphs. Hence, we only consider structure information of
knowledge graphs for simplicity, and only leverage the structure in-
formation for baselines for fair comparison. The brief introduction
of baselines are as follows:

• MTransE [7]: a representative translation-based work that en-
codes entities of each KG in a separated embedding space and
learns the translation matrix to map them.
• ITransE [50]: a TransE-based [4] method that encodes entities of
KGs in a unified embedding space by an iterative and parameter
sharing method.

Table 3: Evaluation results on noise detection (Binary clas-
sification on labeled entity pairs ASU ) with 20% and 40% of
AS as noise.

Noise % 20% 40%
Measures Pre. Rec. F1 Pre. Rec. F1

DBP15KZH−EN 0.935 0.731 0.820 0.871 0.760 0.812
DBP15KJA−EN 0.929 0.714 0.808 0.874 0.738 0.800
DBP15KFR−EN 0.930 0.750 0.831 0.867 0.778 0.820
DWY100KWD 0.944 0.733 0.825 0.859 0.811 0.834
DWY100KYG 0.930 0.740 0.824 0.848 0.817 0.832

• AlignEA [32]: a translation-based method which applies trun-
cated negative sampling and parameter swapping to enhance
its performance.
• GCN-Align [38]: a GCN-based method that employs GCNs to
encode the structure of KGs.
• MuGCN [5]: a multi-channel GNN-based method which per-
forms KG inference and alignment jointly.
• REA-KE: a variant of our REA without the detection module.
• REA: our proposed framework.

5.1.4 Experimental Settings. The experimental setting details,
including hyper-parameter settings and experimental environment,
will be discussed in the reproducibility supplement.

5.2 Performance Comparison
In this section, we study whether our proposed REA outperforms
the state-of-the-art approaches in the noise-involved scenario. Ta-
ble 2 shows the experimental results. First, we can observe that our
proposed REA consistently outperforms all compared methods on
all datasets under different evaluation metrics. Specifically, different
cross-lingual knowledge graphs encoders still have different perfor-
mance in the noise-involved scenario. The performance of MTransE
and ITransE which apply the basic translation-based encoder is
inferior compared with the advance encoders like GCN-Align and
MuGNN. However, though the advanced encoder can capture more
detailed information to describe the connection between KGs, it is
inevitable that the kind of models will be misled by the given noisy
labeled entity pairs, which have significantly adverse influence on
the performance of entity alignment. Our proposed REA is superior
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Figure 3: Effect of the proportion of AST .
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Figure 4: Effect of the intensity of noise (10%-60%).

to MuGNN due to the noise-aware design, although MuGNN would
surpass the GCN-based KG encoder in REA in the scenario with
clean labeled entity pairs. In addition, we can see that our variant
REA-KE without noise detection module under-performs REA. This
facts the effectiveness of REA on noise-aware entity alignment.
REA-KE and GCN-Align adopt similar KG encoders, so they have
the on-par performance as expected.

We further investigate how many noises have been correctly
detected. We employ the converged discriminator to do binary
classification on the entity pairs inASU , which contains unknown
real and noisy entity pairs. As Table 3 shown, the high precision
indicates that most of noise has been correctly detected. The recall
shows our discriminator can distinguish 71%- 82% of real entity
pairs in ASU as positive on different datasets. Notably, due to the
incompleteness of the studied KGs, entities with same semantic
meaning in different KGs may be still far away after KG embedding
and reported as noise. Overall, these results express that our noise
detection module has a stable performance and is quite helpful for
noise-involved entity alignment task.

5.3 Further Analysis of REA
In this section, we investigate the impact of different parameters
on the performance of noise-involved entity alignment.

5.3.1 Effect of the Proportion ofAST . We vary the proportion
of trusted entity pairsAST in our framework to evaluate the effect
of AST . Figure 3 shows that the performance is improved as the
proportion of AST in AS increases. In particular, we can see that
the model with 40% of AS as the trusted entity pairs achieves
the best performance. The reason is that a large AST can provide
more information about the real entity pairs to assist the noise
detection module to distinguish the real pairs from ASU . On the
contrary, the noise detection module would be underfitting with a
small proportion of AST (10%) and would mistakenly recognize
some real entity pairs as negative.

5.3.2 Effect of the Intensity ofNoise . We explore the influence
of the intensity of noise on the performance of entity alignment.
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Figure 5: Effect of different types of noise .

We randomly replace 10% - 60% of AS with noisy entity pairs.
As Figure 4 shown, all methods have increased performance with
the decreased proportion of noise. Our REA is preponderant com-
pared with other baselines when the proportion of noise is 20%-60%,
showing our method can effectively mitigate the effect of noise.
REA is inferior to AlignEA and MuGNN when the proportion is
10%, because the adverse influence is less when the proportion of
noise is small. Another cause is that AlignEA andMuGNN adopt the
more powerful and complex KGs encoder than the basic GCN-based
encoder adopted by REA. Yet, REA still has a better performance
than GCN-Align, which uses the similar KG encoder as REA. This
observation also expresses the effectiveness of our model with a
small proportion of noise entity pairs.

5.3.3 Effect of Types of Noise. We investigate the effect of types
of noise by controlling the scope of noisy sample generation. Specif-
ically, we sample a negative entity e ′1 for an entity e1 in a real entity
pair (e1, e2) from its k-nearest entities in KG. In this experiment, we
set k=10, 50, 100 and N (all other entities). Figure 5 reveals that the
results of alignment with different types of noise are similar when
k = 50, 100 and N . The reason may be that the negative sample e ′1 is
still far from the positive e1 in embedding space, and it is hard for
GCN-Align and MuGNN to capture the correct association between
entities. We can find that all methods achieve a better performance
when k=10, especially for MuGNN, because the negative sample
e ′1 sampled from the small scope of e1’ neighbors has the relatively
small distance from e1. Although these alignment models have a
greater chance to obtain the right one, the noisy pairs still have
a non-negligible impact on the performance, even with a small k .
Overall, these results show that REA can effectively handle the
situations with different types of noise.

6 CONCLUSION AND FUTUREWORK
In this paper, we proposed a novel framework called REA for ro-
bust cross-lingual entity alignment problem to mitigate the adverse
impact of noise in the given labeled training data. We designed the
noise-aware entity alignment module and noise detection module
to jointly associate entities in different knowledge graphs. Specif-
ically, we devised the noise-aware entity alignment module by
applying the graph neural networks as the knowledge graph en-
coder. Next, we designed the noise detection to generate the noisy
data and distinguish the generated noisy data with real data fol-
lowing the adversarial training principle. Extensive experimental
results have verified the effectiveness of REA on the noise-involved
entity alignment task. Nevertheless, our proposed REA still have
two limitations. First, REA needs a set of trusted entity pairs as
the positive samples which require human effort to some extent.
Second, REA misrecognized a few labeled real entity pairs as noisy
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pairs and a few noisy entity pairs as real pairs, so that the small
number of misrecognized entity pairs still have adverse impact on
the performance of entity alignment. In future work, we are going
to design a more advanced strategy to overcome the above limita-
tions, and expand the exploration and discussion about noise in the
attribute of entities and knowledge graphs, meanwhile to develop
a comprehensive framework for combating the noise problem in
entity alignment task.
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A PSEUDOCODE OF REA TRAINING
PROCEDURE

The pseudocode of REA training procedure is described in Algo-
rithm 1. After training, the optimized embeddings Ei and Ej can be
utilized to do the inference.

B EXPERIMENTAL SETTINGS.
B.1 Environment
We implement the proposed framework using the Python library
Tensorflow and conduct all the experiments on Linux server with
GPUs (GeForce RTX 2080 Ti) and CPU (Intel Xeon). We will release
the source code of REA at https://github.com/scpei/REA. And the
public datasets used in the paper are available at:
http://ws.nju.edu.cn/jape/.

B.2 Parameter Settings
In this work, we adopt widely-used evaluation metrics, Hits@K and
MRR for evaluating entity alignment results as existing works did.
We set the dimension of entity embedding as 200 for all methods.
For baselines, we find the optimal parameters or follow the settings
in original papers to achieve the best performance. For our REA
method, we apply a grid search for hyper-parameters and find the
best configuration: margin hyper-parameter γ is 3.0, the number
of GCN layers is 2, and MLPs used in generator and discriminator
have two-layers with 100 and 30 hidden units, respectively. We set
mEN as 1000,mD andmG as 1000. In addition, we set the number
of negative samples k as 10. Moreover, we set trust scores as binary
value, and threshold δ as 0.01, in order to achieve a better balance
between the performance of entity alignment and the impact of
noise. We use Adam optimizer to optimize the loss function in Eq.
15 and Eq. 10 with learning rate 0.01, and apply SGD to optimize
the loss function in Eq. 6. Each evaluation is repeated 5 times and
averaged results are reported.

Algorithm 1: Model training for REA
Input: KG Gi and Gj , the set of labeled entity pairs ASU , the set of

trusted entity pairs AST .
Output: Embeddings of entities in Gi and Gj .

1 Initialize embeddings Ei , Ej , and parameters of G , D and fenc;
2 Initialize the trust scores for ASU and AST ;
3 while not converge do

// Noise-aware entity alignment training

4 form = 0;m < mEN do
5 Sample a batch of entity pairs from AST ;
6 Update LEA according to Eq. 6
7 end

// Noise discriminator training

8 form = 0;m < mD do
9 Sample a batch of entity pairs in AST , i.e., (ex , ey );

10 Generatems noisy entity pairs (e′x , e′y ) ∼ G ( · |(ex , ey )) for
each (ex , ey ) ;

11 Update φ according to Eq. 15 using (ex , ey ) and (e′x , e
′
y );

12 end
// Noisy entity pair generator training

13 form = 0;m < mG do
14 Sample a batch of entity pairs in AST , i.e., (ex , ey );
15 Generatems noisy entity pairs (e′x , e′y ) ∼ G ( · |(ex , ey )) for

each (ex , ey ) ;
16 Update θ according to Eq. 10 using (ex , ey ) and (e′x , e

′
y );

17 end
18 Update the trust scores of entity pairs in ASU ;
19 Add entity pairs in ASU with TS = 1 into AST ;
20 end
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